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Abstract

The main goal of implementing a cardiovascular predic-
tive analytics model is to determine the presence of this
disease amongst patients of all medical backgrounds
and demographics. As it currently stands, cardiovascu-
lar disease is the leading cause of death globally. Pa-
tient medical data can be analyzed for effective deci-
sion making for heart disease. The need for a predic-
tive analytical model is crucial because its usage will
help determine the presence or the absence of cardiovas-
cular disease. The prior use of machine learning tech-
niques to identify cardiovascular disease based on pre-
viously seen data is constantly changing because new
data points are being generated as more patients are di-
agnosed. This historical data has proven to be quite use-
ful in medical data analysis. This paper documents the
results and performance of six machine learning classi-
fiers and their respective ability to predict the presence
of heart disease. The machine learning models that are
explored include: decision trees, gaussian naive bayes,
k-nearest neighbors, logistic and linear regressions, and
an artificial neural network. Moreover, the results re-
vealed that the artificial neural network was able to out-
perform the other classifiers in terms of accuracy, recall,
precision, and f1-measure.

Related Work

The most recent attempt to implement a predictive analyt-
ics model mainly focused on using sensor data to create
an accurate classifier (Muniasamy, Bhatnagar 2020). Their
methodology included gathering data from actual hospital
equipment and then performing their analysis against multi-
ple machine learning classifiers; namely decision trees, k-
means and random forests. Their results showed that the
random forest provided the highest accuracy rate at 84%.
Another attempt at cardiac data mining included a big-data
approach through the use of PySpark to perform basic ma-
chine learning algorithms (Malik, Bilal 2013). Their main
advantage was that they were able to perform their analy-
sis while leveraging additional hardware resources. This al-
lowed them to fine-tune their neural network. A further ap-
proach at predicting whether or not a person will develop
heart disease over a time period of time was made through
the use of past family data (Rumsfeld JS, 2016). Their model
examined data points from the ancestors of the given pa-
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tient and then forecasted if they would develop heart disease
over a period of 15 years. Their research mainly focuses on
identifying symptoms of heart disease at an early age and
then identifying the appropriate treatment. A further study
was conducted at Tufts University which estimates the prob-
ability of contracting heart disease while participating in a
clinical trial to help lower blood pressure (Wessler, B 2015).
Their main analysis revolved around using k-means cluster-
ing to determine low and high-risk participants in the trial.
They concluded that the lower a patient’s blood pressure is,
the less lightly they are to get heart disease. A deeper dive
into predicting various types of heart problems such as artery
disease, heart failure and the possibility of having a stroke
are explored (Krittanawong, C. 2020). Their implementation
included building a neural network to provide a label to a pa-
tient as having heart disease, artery disease, heart failure or
a stroke. Their neural net outperformed support vector ma-
chines, decision trees and k-means. The difference in perfor-
mance amongst the models were very minimal.

A different application of machine learning in cardiovas-
cular disease is the use of ML to determine the best medica-
tion to prescribe to the patient. The use of past cardiovascu-
lar patient prescription history can be analyzed in an attempt
to suggest the best medication for a new patient (Shameer K,
2018). Their methodology involves using dimensionality re-
duction to identify the top medication to treat heart disease.
A further implementation is through the use of calcium and
potassium levels as the main factors in determining heart dis-
ease. Low levels of both factors typically point towards car-
diovascular disease (Sniderman AD, 2015). Another domain
of heart disease is the prediction of sudden cardiac attacks
through the use of naive bayes classifiers (Bhatt Anurag,
2017). Their research focused on using Naive Bayes to de-
termine whether or not a patient is susceptible to a heart at-
tack. Their results were fairly decent at 76%. Outside of tab-
ular data, computer vision and natural language processing
has already been applied to detect heart diseases (Kilic Ar-
man 2019). Computer vision techniques determine the over-
all health of the heart based on images and multiple convolu-
tions while NLP was used to interpret handwritten notes that
were made by doctors and nurses. Lastly, a recurrent neural
network was used for predictions based on gender and over-
all health (Paulus Jessica 2016).

The approach of this paper differs such that multiple ma-



chine learning algorithms are examined in terms of accuracy
and instead of using a recurrent neural network, an artificial
neural network is implemented. Our method uses 10-fold
cross validation to measure the performance of the classifier.
The proposed implemented model is able to take in unseen
data and classify it as either positive or negative for cardio-
vascular disease.

Data

The initial dataset used in our analysis consists of 70,000
records of patient data with a total number of 11 features and
1 target variable. According to the data source, all of the pre-
liminary features can be categorized into three group types
which are either objective, subjective or examinational. An
objective feature is defined as factual information about the
patient such as age, height, weight and gender. A subjec-
tive feature is explained as information that is given by the
patient such as smoking habits, alcohol intake and physi-
cal activity. The examinational feature is defined as the re-
sults of an actual medical examination performed by either
a doctor or a nurse such as systolic blood pressure, diastolic
blood pressure, cholesterol, and glucose levels. The target
variable in the dataset was a binary cardiovascular disease
feature which determines the presence of the absence of the
disease. Aside from the initial features in the dataset, a cal-
culated feature named body mass index (BMI) was added
by dividing the patient’s weight by their height squared. In
order to perform this calculation, the height column needed
to be converted from centimeters to meters by dividing the
column values by 100. Another column that was added to
the initial dataset was the obesity level column. This column
was created by examining the patient’s body mass index and
then classifying each patient as being under weight, normal
weight, overweight, stage 1 obesity, stage 2 obesity, or stage
3 obesity. The thresholds that were used for determining this
column were defined by the Centers for Disease Control and
Prevention (CDC).

The data pre-processing steps that were used includes the
following: checking for null or missing values, identifying
possible outliers, and then removing them, and finally min-
max normalization to a better feel for the data. The first step
in the data preparation process was to remove the patient id
column since it provided no useful insights. The following
step was to represent the obesity column numerically since it
contained textual data. This was done by using value labels
from O to 5 which represented the entire categorical values
from under weight all the way to stage 3 obesity. A sim-
ple dataframe null check revealed that there were no miss-
ing values. The process that was used to determine possi-
ble outliers mainly revolved around blood pressure extreme
values. Based on a published study that was performed by
multiple doctors, the maximum attainable blood pressure is
270/260 (Brzezinski WA 1990). Given this information, the
systolic and diastolic blood pressure columns were checked
against those thresholds and the records were appropriately
removed. The final data pre-processing step was to normal-
ize the entire dataset using minimum and maximum values
such that column value for each row gets transformed into a
decimal format between O and 1 inclusive. The dataset had

to be normalized before any data mining techniques could be
applied because each feature variable was measured at dif-
ferent scales. Without performing normalization, the applied
models will be skewed and potentially introduce a certain
degree of bias.

Methodology

The machine learning models that were implemented were
decision trees, naive bayes classifiers, k-means clustering,
logistical and linear regression and an artificial neural net-
work. For predictive analytics purposes, the cardiovascular
disease variable was removed from the X — variable. The
dataset was split with a 70:30 percent ratio of training and
testing. The decision tree application used all features and
was evaluated in terms of its Gini index to determine impu-
rity. The training and testing sets were fit on the model and
then predictions were made using both the testing sets along
with unseen patient data that was not initially in the origi-
nal dataset. The actual decision tree itself, resulted in multi-
ple children nodes in which all features are considered. The
naive bayes classifier was implemented in a similar manner
using its default parameters.

The implementation of k-means relied on first determin-
ing the optimal number of clusters that should be used. The
procedure used to find the ideal k-value was to create an el-
bow graph which showed the inertia values from a range of
1 through 14 and then identify the value which most likely
resembles the bend in the shape of an elbow. The value that
was determined from the graph in our case was k=6. In order
to confirm the appropriate k-value, the silhouette score was
calculated using a range of potential k-values and the results
showed that 6 was the best choice since it had the highest
silhouette score. The clustering scatter plots were generated
for each feature in the dataset against each column. Even
though that there are 6 clusters with very few outliers, the
actual data points along with the centroids are still close to-
gether as seen in the following graph:

Figure 1: k-means cluster

A more concise and clearer graph can be generated from
an un-normalized dataset because all of the datapoints are
within the range of 0 to 1.



The two-regression analysis that were performed were lo-
gistical and linear. A logistical regression was performed
since it is a special form of regression analysis in which the
target variable is binary. The ROC curve shows the false pos-
itives contrary to the true positives.

Figure 2: ROC Curve

The linear regression model used all of the features but
was not quite as effective when compared to the logistic re-
gression. Below is one of the results of the linear regression
model:

Figure 3: Linear Regression

It is possible that performing this linear regression on an
unnormalized dataset will result in a more accurate result. It
will also provide a better slope and intercept value.

The neural network architecture that was used is rather
simple in that it only has 4 Dense layers. A sequential Ten-
sorFlow model was used where the loss function was binary
cross entropy because the target variable was either positive
or negative for cardiovascular disease. The input layer takes
13 dimensions which is the total number of the feature space
and outputs 7 neurons. Each dense layer afterwards sees a
reduction in the number of neurons. The activation function
for the first three layers are relu which uses the max func-
tion to return the value of neurons. If the input is negative,
the output is always 0. The activation function for the last
layer is sigmoid because it is used to predict probability as
an output between the range of 0 and 1. The model was com-
piled and validated using training and testing sets with a total
of 400 epochs. The following graph shows the change in the
accuracy of the neural train over all of the epochs.

Figure 4: Neural Net Accuracy

The model accuracy seemed to stabilize after about 50
epochs. The main reason that the model stabilized was that
we set the number of neurons in the hidden layer to be the
median value of the total number of features in the dataset.
Predictions were then made against the same testing sets that
were used in the other machine learning models.

Results

The performances of all of these models were evaluated in
terms of their accuracy, precision, recall and fl-score. For
each model, a classification report was generated with the
prediction variable and the same y-test variable. The results
are displayed in the chart below and show how close each
classifier performed in relation to the others:

Accuracy | Precision | Recall | F1
Decision Tree | 0.63 0.64 0.64 0.64
Naive Bayes | 0.69 0.67 0.79 0.72
Neural Net 0.73 0.73 0.74 0.73
K-Means 0.68 0.56 0.47 0.51
Logistic Reg | 0.72 0.70 0.77 0.74
Linear Reg 0.72 0.72 0.69 0.71

Table 1: Evaluation Metrics Of All Machine Learning Mod-
els

The key conclusion from this chart is that the neural net-
work was slightly able to perform better than the other mod-
els in terms of its accuracy, precision, recall and fl-score.
The main reason for the neural network to outperform the
other is that it had multiple layers in the architecture. The
decision tree model was the worst out of all the tested mod-
els. The results of my models were somewhat close to results
of previously implemented models with a tolerance of about
5 percent.

In order to thoroughly determine the effectiveness of our
model solution, we examined the p-value of the results with
respect to the null hypothesis. In this analysis, we assumed
the level of significance to be less than or equal to 0.05. Any
p-value which is less than this threshold should be accepted
and the null hypothesis is ultimately rejected.

The results of the p-value calculations show that only half
of the implemented models turned out to be significant:



t-value | p-value | result
Decision Tree | 0.05 0.35 reject
Naive Bayes 0.05 0.08 reject
Neural Net 0.05 0.039 accept
K-Means 0.05 0.31 reject
Logistic Reg | 0.05 0.022 accept
Linear Reg 0.05 0.017 accept

Table 2: p-value results of all predictive models

Since the p-value is less than the level of significance, the
null hypothesis can be rejected and the alternative hypoth-
esis can be accepted for the neural network, logistical re-
gression and linear regression models. Unfortunately, the
null hypothesis must be accepted for the decision tree, naive
bayes classifier and k-means since the p-value was greater
than the level of significance.

Final Conclusion

The need for a predictive analytics cardiovascular disease
model is trending now than ever before. There is an over-
whelming demand by doctors to be able to accurately clas-
sify whether or not their patient has heart disease. Our ex-
perimentation seems to be able to handle new and unseen
data quite well when compared to other implementations.
Both neural networks and logistical regressions provide al-
most identical results, and both can be improved with further
training. In final analysis, this is how the application of ma-
chine learning affects the medical industry.
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